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Abstract
Transformer architecture’s computational cost increases as
the number of parameters increases. Quantization methods
with ternaryweightmatrices have addressed this issue.While
existing approaches aim to utilize the property of ternary
matrices on FPGA or special hardware, this paper proposes
an ecient calculation method on GPUs when ternary ma-
trices are sparse.

Figure 1: Multiplication with a ternary matrix (upper
part). We propose a weight map for managing non-
zero elements in theW matrix (lower part).

Figure 2: Execution time ofmultiplication ofX matrix
(4090 × 4096) and ternaryW matrix (4096 × 16384).

1 Background
Transformer architecture [5] is scalable, but it is computa-
tionally expensive [1]. Quantization methods using ternary
matrix [3, 6, 7], where each element is composed of {−1, 0, 1},
for weight matrix collects attention. This is because multi-
plication with a ternary matrix is ecient as only addition
and subtraction are required, as shown in Fig. 1. This charac-
teristic can be exploited for more acceleration of the Trans-
former.

2 Proposal
Existing approaches accelerated ternaryweightmatrix quan-
tization on FPGA or special hardware [2, 3, 7]. We believe
this method can also be leveraged with GPUs. We propose
managing {−1, 1} in theW matrix as aweightmap, as shown
in Fig. 1. Elements in the weight map indicate the index of 1
and −1 element inW per column where a sign is equipped
on −1. CUDA threads read this map and calculate the rows
of the Y matrix. As we can entirely skip the computation
of zero elements in theW matrix, this method can perform
better than merely using Tensor Core [4].
We compared the execution time of multiplying 4096 ×

4096 matrix X and 4096 × 16384 ternary matrix W using
Tensor Core and our proposed method on NVIDIA H100.
The proposed method performs better than the method

using Tensor Core when more than about 90 % sparsity as
shown in Fig. 2. This acceleration is due to skipping the cal-
culation of zero elements in theW matrix.
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