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Memory bus bandwidth has lagged behind CPU instruction
throughput in recent years, creating a bottleneck known as
the “memory wall” problem. Processing-in-memory (PIM)
architectures solve this problem by placing a processing
unit close to each of the hundreds or thousands of memory
arrays, allowing parallel access to data without having to
go through the memory bus. Applications where memory
accesses are frequent and throughput is important, such as
database indexes [1], are expected to speed up.

UPMEM [3], currently the only publicly available PIM de-
vice, works like a distributed memory computer in that the
in-memory processors do not share the memory view. In ad-
dition, the number of processors is very large and each mem-
ory array is small. Therefore, to achieve high performance,
it is necessary to balance the computational load among the
processors while keeping the data that each of them handles
small enough to fit into each memory array. In this presen-
tation, we refer to this property as compute/memory load
balancing.

Our goal is compute/memory load balancing for range-
queryable database indexes. We focus on throughput for
batch queries, where a large number of queries are processed
in batches. For range queries, which retrieve contiguous
items, range-based partitioning [2] is preferable, where the
assignment of the search key space to each processor is done
in large chunks. This also results in high throughput for
point queries when the workload is evenly distributed [1].

The problem arises when the workload is skewed. If the
partitioning only attempts to balance the number of queries,
the number of items stored in a single memory array can
grow indefinitely. If the items are evenly distributed, the
compute load will not balance.

We solve this problem by creating two types of ranges:
cold/hot ranges (Figure 1). First, we partition the search key
space into “cold ranges” so that each partition contains the
same number of items. Then, we address the workload skew
by giving special treatment to “hot” intervals that many
queries fall into. Specifically, we extract a number of “hot
ranges” that are less than or equal to the number of in-
memory processors, so that they have a limited number
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Figure 1. Cold/hot ranges.

of items and approximately the same number of queries. Fi-
nally, we assign one cold range and zero or one hot range
per processor.

We propose a greedy algorithm that determines where
to extract as hot ranges considering the query distribution.
We also proved that the proposed algorithm achieves load
balancing with each in-memory processor processing

(1+a) % + max {#queries to one element}

queries and holding

(1+a)E
P

items, where Q is the number of queries, E is the number of

items, P is the number of in-memory processors, and ¢ € N

is a tunable parameter.
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